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ABSTRACT: Pressure-dependent reactions are ubiquitous in combustion and
atmospheric chemistry. We employ a new calibration procedure for quantum Rice−
Ramsperger−Kassel (QRRK) unimolecular rate theory within a chemical activation
mechanism to calculate the pressure-falloff effect of a radical association with an
aromatic ring. The new theoretical framework is applied to the reaction of H with
toluene, which is a prototypical reaction in the combustion chemistry of aromatic
hydrocarbons present in most fuels. Both the hydrogen abstraction reactions and the
hydrogen addition reactions are calculated. Our system-specific (SS) QRRK
approach is adjusted with SS parameters to agree with multistructural canonical
variational transition state theory with multidimensional tunneling (MS-CVT/SCT)
at the high-pressure limit. The new method avoids the need for the usual empirical
estimations of the QRRK parameters, and it eliminates the need for variational
transition state theory calculations as a function of energy, although in this first
application we do validate the falloff curves by comparing SS-QRRK results without
tunneling to multistructural microcanonical variational transition state theory (MS-μVT) rate constants without tunneling. At
low temperatures, the two approaches agree well with each other, but at high temperatures, SS-QRRK tends to overestimate
falloff slightly. We also show that the variational effect is important in computing the energy-resolved rate constants. Multiple-
structure anharmonicity, torsional−potential anharmonicity, and high-frequency-mode vibrational anharmonicity are all included
in the rate computations, and torsional anharmonicity effects on the density of states are investigated. Branching fractions, which
are both temperature- and pressure-dependent (and for which only limited data is available from experiment), are predicted as a
function of pressure.

1. INTRODUCTION
Aromatic compounds with 7−10 carbon atoms constitute about
34% of commercial gasoline.1 Adding toluene or other alkyl
aromatics to gasoline increases the octane rating,2 which
indicates the performance of an internal combustion engine
fuel, and the higher the value, the more compression the fuel can
withstand before ignition. Toluene is the simplest alkylbenzene
and is a prime candidate for detailed study to understand the
combustion of alkylbenzenes. Toluene is also widely used as an
organic solvent, precursor, or feedstock in synthesis and industry.
The reaction of hydrogen atoms with toluene is one of the

important elementary reactions in the combustion of toluene and
is the subject of this article. The reactions we are considering in
the present study are shown in Scheme 1. There are three classes
of reactions in this scheme: hydrogen abstraction (R1−R4),
hydrogen addition followed by stabilization of an intermediate
(R5−R8), and hydrogen addition followed by decomposition of
an intermediate to form benzene (R9). In this paper, we refer to
reactions R5−R8, i.e., methylcyclohexadienyl production re-
actions, as “addition reactions” and reaction R9, which is a two-
step substitution reaction in which the first step is an addition, as
“formation of benzene” (denoted as kbenzene). The abstracted

hydrogen can be from the methyl group or the ortho, meta, or
para position of the benzene ring, and the addition rate is also
site-dependent. Robb et al.3 measured the overall rate constant of
H + toluene using the heterogeneous removal of atomic
hydrogen on molybdenum oxide. Sauer and Ward4 reported
the rate constant for producing methylcyclohexadienyl radical
(the sum of the rate constants for reactions R5−R8) at total
pressures of 12 and 61 atm (mainly Ar) at 298 K. Using gas
chromatography, Robaugh and Tsang5 measured the ratio of the
sum of rate constants for R1−R4 to the rate constant for H +
CH4 → H2 + CH3 at 950−1100 K and 2−5 atm of Ar, and they
also measured the ratio of rate constant for R9 to this methane
rate constant over the same temperature and pressure range.
Hippler and co-workers6 measured the rate constant of R1 from
600−1800 K using shock waves and pyrolysis of C2H5I as H atom
source. Ellis et al.7 determined the rate constants for reactions R1
and R9 at 773 K and 500 Torr of a mixture of H2, N2, and O2 as
bath gas. (The amount of each gas varies in different runs.)
Hanson et al.8 measured the rate constant of R1 from 1256 to
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1667 K at 1.7 bar of Ar by using UV laser absorption of benzyl
radicals in high-temperature shock-tube experiments.
There are two components to any dynamical calculation. The

first is the calculation or modeling of structures, energies, and
vibrational frequencies; the second is the calculation of dynamics
per se. An important approach in modern computational kinetics
is the use of direct dynamics in which instead of using a
predefined potential energy function or empirical thermochem-
ical data about reactants and empirical thermochemical kinetics
data about transition states “...all required energies and forces for
each geometry that is important for evaluating dynamical
properties are obtained directly from electronic structure
calculations.”9 The present work employs this approach for
both unimolecular and bimolecular processes. For the dynamical
step, the theory for bimolecular reactions10 is much more
advanced than the theory for unimolecular reactions, and one of
the objectives of the present study is to advance the latter theory
as introduced next.
Abstraction reactions such as R1−R4 are bimolecular reactions

in both the forward and reverse direction; because it is generally
safe to consider such reactions at the high-pressure-limit, the
pressure effects on these rate constants are not discussed for
these reactions. The chemical activation theory, i.e., the main
new development of the present paper, is applied only to adducts
formed in association reactions, which are unimolecular reactions
in the reverse direction; for such reactions, nonequilibrium
effects are very important, which is the motivation for the new
theory presented here. There are two kinds of pressure-
dependent nonequilibrium effects in gas-phase kinetics. The
first is “falloff,” which is characterized by the depletion of the
more reactive (higher-energy) states of a thermally activated
reactant when the pressure is not high enough to repopulate
them faster than they react; in this case, a unimolecular reaction
rate falls off as the pressure decreases. The unimolecular rate
constants are smaller than the equilibrium high-pressure ones.
The second effect, which is the subject of this work, involves the
decomposition of a newly formed adduct. If stabilizing collisions
are not effective enough to produce a thermal distribution of

internal states of the adduct prior to its reaction, then the adduct
is said to be chemically activated, and it reacts from a
nonequilibrium distribution of states, yielding a unimolecular
rate constant larger than the high-pressure equilibrium one. In
contrast, the rate constants for the reverse association reactions
of unimolecular decompositions are lowered as the pressure is
lowered from the high-pressure limit. For association reactions
(such as the present addition reactions), this is due to the
possibility of redissociation before energy transfer collisions
thermally stabilize the nascent adducts. The effect can be very
large because the usual experimental pressures are far from high-
pressure-limit for unimolecular reactions. In the Lindemann−
Hinshelwood theory for unimolecular dissociation reactions
(covered in most kinetics textbooks), the pressure-dependent
rate constants reduce to the high-pressure equilibrium limit when
the collisional energy transfer rate is significantly higher than rate
of the dissociation process; at lower pressures, the rate of reaction
is equal to the second-order reaction rate of collisional activation,
which is proportional to the concentration of bath gas. The
proper way to treat such effects is by a master equation;10−13

however, in the present work we use a simpler method that
requires much less input data. In particular, the pressure-
dependent rate constants for hydrogen addition reactions (R5−
R8) are treated in terms of a chemical activation mechanism.
Pressure dependence of unimolecular rate constants is a standard
topic in chemical kinetic texts, but despite its importance, such
effects in current practice are often treated with empirical
estimation of frequency factors and activation energies, as in the
original version of the very useful and widely used quantum
Rice−Ramsperger−Kassel (QRRK) formalism of Dean.14 It is
important to develop less empirical methods that nevertheless
retain the simplicity necessary for building mechanisms and
reaction networks.
The present work provides a methodology that eliminates the

empirical estimation of frequency factors and activation energies
of the previous QRRK method but retains its simplicity as
needed for wide application in combustion mechanisms and for
convenient interpretation of experimental results. In particular,
high-pressure multistructural canonical variational theory15−17

(MS-CVT) rate constants are used to calibrate QRRK rate
constants. The resultingmethod, called system-specificQRRK or
SS-QRRK, combines a chemical activation mechanism,18,19

QRRK theory,14,20,21 MS-CVT, and Troe’s modified strong
collision assumption22−24 for the rate of energy transfer. This
approach can provide reasonable estimates of pressure effects in
an efficient way, and the use of QRRK theory eliminates the need
for employing multistructural microcanonical variational theory
(MS-μVT), although in the present work we do verify the new
methodology by comparing results obtained with SS-QRRK
theory to more complete calculations employing MS-μVT.
As examples of chemical activation effects in combustion

systems, Lefort and Tsang25 presented an empirically based
approach to deriving the pressure-dependent rate constants of
chemically activated reactions of adducts formed by association
of methyl radicals with aromatic radicals. They used a hindered
rotor model but noted that they “...do not attach any particular
physical significance to the hindrance...”, rather it is used to
“...calibrate an empirical methodology...” with a special emphasis
on applicability of their approach to large molecules.
The present work considers the chemically activated reactions

of adducts formed by association of hydrogen atoms with
toluene, and we also place a special emphasis on making the
calculations more affordable for large molecules, in our case by

Scheme 1. Reactions of Hydrogen Atoms with Toluenea

aHydrogen abstraction (R1−R4), hydrogen addition followed by
stabilization of an intermediate (R5−R8), and hydrogen addition
followed by decomposition of an intermediate to form benzene (R9).
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developing the (SS)-QRRK theory that incorporates the
modified strong-collision method in chemical activation theory
to provide an efficient and nonempirical method for predicting
pressure-dependent rate constants of unimolecular reactions
based on direct dynamics calculations of the high-pressure rate
constant. Furthermore, the present work also develops MS-μVT,
which is a more rigorous way to compute the microcanonical rate
constants and compares results thus obtained with our SS-QRRK
theory to judge the quality of the theory. Thus, we attempt to
advance the theory in two ways: (i) at the high-pressure-limit in
which we use MS-CVT/small-curvature tunneling approxima-
tion theory (SCT)34 with modern exchange-correlation density
functionals for electronic structure calculations and (ii) in the
intermediate- and low-pressure regimes for which we developed
SS-QRRK. Note that MS-CVT/SCT is applicable for both
bimolecular and unimolecular processes, and it has been widely
used in previous work for abstraction reactions26−28 and high-
pressure unimolecular isomerizations.29,30 However, at the usual
experimental pressures, chemical activation effects are especially
important for R5−R9, and theories taking account of these
effects are developed and utilized here for the first time.
In the work reported here, we carried out first-principles direct

dynamics calculations using MS-CVT15−17,31,32 to calculate the
pressure-independent rate constants of reactions R1−R4, and we
usedMS-CVT andMS-μVT33 in a chemical activation formalism
to calculate the pressure-dependent rate constants of reactions
R5−R8. All MS-CVT calculations include tunneling by the
SCT34 and anharmonicity by methods introduced in the second
to last paragraph of this introduction. It will be shown that our
computational results are consistent with experimental observa-
tions.
For reactions R6−R8, we consider the following mechanism:

+ * ⎯ →⎯⎯⎯
−

X YooooooH T HT HT
k E

k T k

( )

( ) [M]c

1

1

where T is still temperature, T is toluene, H is the hydrogen
atom, HT is the addition product (methylcyclohexadienyl
radical), HT* is the energized adduct, and M is the bath gas,
which is H2 in the present work. The rate constants k1 of the
formation of HT* via addition reactions are the high-pressure-
limit rate constants, which are considered to be functions of
temperature and are therefore computed in a canonical ensemble
by MS-VTST. The dissociation rate constants k−1(E) are treated
as functions of total energy, where we make the RRK assumption
that the dissociation rate constant depends only on total energy.
The collisional deactivation rate constants are denoted as kc. The
rate constant of formation of the stabilized HT adduct is called
kstab, which is defined as (d[HT]/dt)/([H][T]), where brackets
denote a concentration in molecules per unit volume.
For reaction R5, the following mechanism is used, which

allows two possible dissociation processes of HT*:
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−
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where k2(E) is the energy-dependent unimolecular dissociation
rate constant of the energized species HT*. The rate constant of
formation of the stabilized HT adduct is again kstab. Breaking the
carbon−carbon bond in HT* leads to the formation of benzene
andmethyl radical (reaction R9′); we call the rate constant of the

formation of benzene kbenzene, which is defined as (d[C6H6]/dt)/
([H][T]).
Vibrational anharmonicity effects, which include torsional

anharmonicity and high-frequency-mode anharmonicity, play an
important role in the kinetics of many chemical reac-
tions.26,28,35−40 Torsional anharmonicity has two components,
i.e., multiple-structure anharmonicity and torsional potential
anharmonicity, and they are included here by the multistructural
torsion (MS-T) method,41−44 which includes the contributions
from all the distinguishable conformers of the reactants and the
transition states. At very low temperature (where kBT ≪ ℏω),
low-frequency modes can often be treated well enough with the
harmonic-oscillator approximation; at the high-temperature limit
(where kBT is much higher than the torsional barrier), internal
rotation can be computed by a free-rotor model. In the middle
range of temperature, torsions have to be treated explicitly, and
we treat torsional modes on the basis of an approximated
reference fully coupled torsional partition function in the MS-T
method, in which only the Hessians of local minima are required.
The MS-T partition function is a summation of the rovibrational
partition functions of all the distinguishable conformers with the
corresponding Boltzmann weight. We also investigated the
torsional anharmonicity effects on the density of states for one of
the transition states of the toluene + H reactions.
Note that zero-point energy (ZPE) is usually dominated by

high frequencies. High-frequency-mode anharmonicity is often
included by scaling the normal force constants or frequencies
with an empirical scaling factor. Frequency-scaling factors are
usually smaller than unity, which means that partition functions
are increased by using a frequency-scaling factor. It is often true
that anharmonicity of a stretching mode increases the partition
function; however, anharmonicity of a bend mode could either
increase or decrease the partition function. To take anharmo-
nicity into account in more detail, one can use different scale
factors for bends and stretches,45 but in the present work, we use
a singe scale factor46 for a given structure. We test the validity of
this method by using vibrational perturbation theory.47−50

In section 2.1, we explain the calculation of the high-pressure-
limit rate constants. In section 2.2, we explain how we calculate
kstab and kbenzene in terms of elementary rate constants k1, k−1, k2,
and kc of the above pressure-dependent mechanisms. In section
2.3, we explain how we calculated these elementary rate
constants. Readers who are interested in the results and
discussion but not the theoretical methodology and computa-
tional details can skip sections 2 and 3 and go directly to section
4.

2. THEORETICAL METHODOLOGIES

2.1. High-Pressure-Limit Rate Constants: Unimolecular
and Bimolecular. In the present study, toluene and all of the
transition state structures have only one torsional degree of
freedom, which is the internal rotation of the methyl group. The
torsion of a methyl group generates indistinguishable structures
and thus does not contribute multiple-structure anharmonicity,
but it does contribute torsional potential anharmonicity, which
has a local periodicity of 3. Technically speaking, there is a second
torsion in one of the cases: In particular, the transition state for
abstracting H from the methyl group is phenyl−methylene−H−
H, and there is a torsion around the methylene−H bond because
the C−H−H bond angle is not exactly 180°. However, this bond
angle for the optimized geometry is 179.1°, and therefore C−H−
H is treated as a linear bend51 rather than as a torsion.
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(Unphysical results would be obtained by treating it as a
nondegenerate bend with an additional torsion.)
Although torsional anharmonicity does not contribute multi-

ple-structure anharmonicity in any of the reactions, the transition
states for R6 and R7 have nonsuperimposable mirror images, so
these transition states have multiple (two) structures. Thus, all
reactions except R6 and R7 could be treated by single-structure
variational transition state theory. (Even R6 and R7 could be
treated in this way because when the multiple-structure
anharmonicity is due entirely to an optically active transition
state it can be treated by symmetry numbers.)52 Nevertheless,
single-structure CVT/SCT is a special case of MS-CVT/SCT,
and the multiple-structure version provides a convenient way to
treat torsional potential anharmonicity. Therefore we apply MS-
CVT/SCT to all the cases.
The MS-CVT/SCT high-pressure-limit rate constants for the

thermal rate constants of reactions R1−R8 at temperature T are
given by

κ=
Φ

‐ − −
‐ ‐

‐ ‐
− = *k

k T
h

Q
e V s s k TMS CVT/SCT SCT B con ro vib

CVT MS T

R MS T
( )/MEP

CVT
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for the bimolecular reactions and by

κ=‐ −
‐ ‐

−
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h

Q
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B
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for the unimolecular reactions, which in the present case are
dissociation reactions, where kB is Boltzmann’s constant, h is
Planck’s constant, κSCT is the SCT transmission coefficient,
VMEP(s = s*

CVT) is the potential energy relative to reactants along
the minimum-energy path (MEP) evaluated with the reaction
coordinate s equal to its value at the canonical variational
transition state, Qcon−rovib

CVT‑MS‑T is the conformational−rotational−
vibrational partition function (with zero of energy at VMEP(s =
s*
CVT)) of the canonical variational generalized transition state
(GT) evaluated by the MS-T method, Qcon−rovib

R‑MS‑T is the
conformational−rotational−vibrational partition function of
the reactant evaluated by MS-T method, and ΦR−MS‑T is the
reactant partition function per unit volume computed by theMS-
T method as

π
Φ =

+
‐ ‐

−
‐ ‐

⎡
⎣⎢

⎤
⎦⎥Q Q Q

m m k T
m m h
2

( )
R MS T

rot vib
toluene MS T

ele
toluene

ele
H toluene H B

toluene H
2

3/2

(3)

where Qrot−vib
toluene−MS‑T is the rotational−vibrational partition

function of toluene with torsional potential anharmonicity.
The electronic partition functions of all the species, Qele

X (X =
GT, toluene, and H), are assumed to be equal to the degeneracy
of the ground state, which for the present reactions is 2 for an odd
number of electrons and 1 for an even number of electrons.
Although some reactions have two transition state structures,

as discussed above, those structures are optical isomers.
Therefore, we need to calculate only one MEP per reaction.
The canonical variational transition state is determined by
variationally optimizing (in a canonical ensemble) the position of
the dividing surface as a function of distance s along the MEP
while including torsional anharmonicity as a function of s. (This
may be called full MS-VTST,33 as opposed to the original MS-
VTST,15 in which torsional anharmonicity effects were evaluated
only at the stationary points.)

The high-pressure rate constants are fitted by the following
equations:53,54
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The temperature-dependent Arrhenius activation energy Ea
(which is also called the Tolman activation energy)55,56 is
defined by

= −E T R k T( ) d(ln )/ d(1/ )a (5)

which yields

= −k T A T E T RT( ) ( ) exp[ ( )/ ]a (6)
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2.2. Observable Pressure-Dependent Rate Constants.
In this section, we explain how the stabilization rate constant kstab
and the benzene formation rate constant kbenzene are calculated in
terms of elementary rate constants.

2.2.1. Observable Pressure-Dependent Rate Constants by
Quantum RRK Theory. Applying the steady-state approximation
to the chemical activation mechanism yields14,18
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for reaction R5 and
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for reactions R6−R8, where f(E) is the fraction of energized
species (HT*) at energy E, which is given by

=
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In eqs 8−10, [M] is the concentration of the bath gas, which is
calculated using the ideal gas law, [M] = p/RT, E0 is the critical
energy for reaction, which in SS-QRRK theory is set to be equal
to Ea(T) determined from MS-CVT/SCT high-pressure-limit
rate constants and may also be called the threshold energy, and
QRRK denotes quantum RRK theory or SS-QRRK theory.
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The summations in eqs 8−11 are evaluated with a step size of
one quantum (hv)̅.
2.2.2. Observable Pressure-Dependent Rate Constants by

MS-μVT. If, instead of using QRRK theory in the chemical
activation mechanism, we use MS-μVT, then the rate constants
of the previous subsection are replaced by the following. For
reaction R5, we have

∫
=

+ +μ μ
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k k
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where g(E) is defined as18
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and for reactions R6−R8 we have
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In eqs 13−16, k−1MS‑μVT(E) and k2
MS‑μVT(E) are MS-μVT rate

constants, E0 is barrier height including zero-point vibrational
energies in MS-μVT theory, and ρR

MS‑T(E) is the density of states
of the adduct HT computed from MS-T conformational−
rovibrational partition functions.
2.3. Pressure Dependence for Reactions R5−R9.

2.3.1. Dissociation Rate Constants. As indicated in section
2.2, the energy-dependent rate constants in this work are
computed by one of two methods: (1) QRRK theory, which will
be calibrated to MS-CVT/SCT, or (2) MS-μVT.
2.3.1.1. Quantum RRK Method for Dissociation Rate

Constant. Despite its simplicity, QRRK theory has been
shown capable of predicting the falloff effects with reasonable
accuracy;14,20,57 kQRRK(E) is computed as the rate constant for a
quantum mechanical oscillator with an energy E, with s
degenerate modes of frequency v ̅ and with a frequency A of
intramolecular energy exchange to accumulate an energy E0 in a
single mode. This yields21,58

= ! − + − !
− ! + − !

k E A
n n m s
n m n s

( )
( 1)

( ) ( 1)
QRRK

(17)

where n is the number of quanta excited at energy E (n = E/hv)̅,
m is the number of quanta at the threshold energy E0 (m = E0/
hv)̅, and s is the number of vibrational degrees of freedom for the
energized complex computed as 3N − 6 for nonlinear species
where N is the number of atoms (for HT*, s = 42). The factorial
x! is computed by using the gamma function x! = Γ(x + 1) for x <
168 or by Stirling’s approximation, π! = +x x2 x 1/2 exp(−x +
1/12x), for x ≥ 168.
Our treatment does not involve dividing the actual number of

modes by 2, as is done in many older empirical treatments; we
note that it has been shown that choosing s equal to the number
of vibrational degrees of freedom (without dividing by 2) can
satisfactorily reproduce the experimental falloff curve for

recombination of CH3 radicals.14 We also show in this work
that using s equal to 3N − 6 can generate a k(E) curve in the
medium-energy range that is in good agreement with the one
computed byMS-μVT. (See the Results andDiscussion section.)
Schranz and co-workers also proposed modified QRRK

theories called 2s-QRRK and QRRKω theory, which can be
more accurate than the single-frequency QRRK approach for
reproducing the RRKM falloff curve,59 and Bozzelli, Dean, and
co-workers60−63 developed a three-frequency version. Although
these theories can be expected to be more realistic than the
original single-frequency version, they need more effort for
obtaining the parameters involved, so the present work uses the
simple and efficient original method of Dean but with less
empiricism. Thus, we neither abandon QRRK theory nor
complicate it with multiple frequencies; rather, we show how it
can be modified in its single-frequency form to be accurate while
remaining very practical, as we demonstrate in this work. Our SS-
QRRK theory maintains the simplicity of the original single-
frequency version while incorporating the accuracy of state-of-
the-art multistructural variational transition state theory with the
small-curvature tunneling approximation in order to explicitly
include variational effects, tunneling, multiple structures, and
torsional potential anharmonicity.
Because vibrational frequencies in real molecules are not

degenerate, we compute v ̅ as the geometric mean vibrational
frequency for the stabilized adduct HT, which is computed as

∏̅ =
=

v v( )
i

s

i
s

1

1/

(18)

Notice that, in the classical limit, where n − m ≫ s, quantum
RRK theory reduces to classical RRK theory:

=
− −

⎜ ⎟⎛
⎝

⎞
⎠k E A

E E
E

( )
s

0
1

(19)

We show eq 19 here in order to make a connection between
QRRK theory and classical RRK theory; however, we do not
apply classical RRK theory in this work for computing
microcanonical rate constants.
Integrating the QRRK rate constant kQRRK(E) in the canonical

ensemble yields k(T) in Arrhenius form.18 Thus, to practically
apply the QRRK theory, the high-pressure limit of the Arrhenius
pre-exponential factor and activation energy are used for A and
E0.

18 The way that this is done is the major difference between
the present treatment and that of Dean. Dean used empirical
relations for these parameters, and we determine them from
direct dynamics MS-CVT/SCT calculations.
The MS-CVT/SCT calculations are described in section 2.1.

Here we describe their use to calibrate the QRRK formula. First,
MS-CVT/SCT high-pressure-limit rate constants are computed
and then fitted using eq 4; activation energies are calculated by eq
7. The critical energy of QRRK theory is set equal to the MS-
CVT/SCT activation energy

=E T E T( ) ( )0 a (20)

and the frequency factor A in QRRK theory is set equal to the
Arrhenius pre-exponential factor of eq 6, which yields

= ‐A T k T E T RT( ) ( ) exp[ ( )/ ]MS CVT/SCT
a (21)

Notice that in such an approach multistructural torsional
effects, variational effects, and tunneling have been approx-
imately included in the obtained SS-QRRK microcanonical rate
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constants; A does not need to be estimated empirically as in the
previous14 work.
Note that Ea and E0 are different quantities, but E0 is

interpreted differently depending on the context. In particular, E0
is the effective barrier height or threshold energy in MS-μVT,
whereas E0 is a phenomenological parameter or effective
threshold energy in the SS-QRRK method proposed here. In
the SS-QRRK treatment, E0 is determined by fitting the most
accurate available high-pressure-limiting k(T), which includes
multifrequency, MS-T, variational, and SCT effects. We use Ea
from the high-pressure limit rather than that from a computed
barrier height as the effective threshold energy in SS-QRRK
because when you integrate QRRK over a canonical ensemble
you get eq 6 with constant A and Ea. One should not interpret the
SS-QRRK effective threshold energy of the present treatment as
an actual barrier or threshold energy on the potential energy
surface.
2.3.1.2. Variational Transition State Theory for Dissociation

Rate Constant. The elementary rate constants k−1(E) and k2(E)
can also be computed using MS-μVT. The MS-μVT rate
constant kMS‑μVT(E) is

= Γμ μ‐ ‐k E E k E( ) ( ) ( )MS VT VT MS TST
(22)

where ΓμVT(E) is the microcanonical variational transmission
coefficient and kMS‑TST(E) is the microcanonical conventional
transition state theory rate constant64−67 with multistructural
anharmonicity:33

ρ ρ
= =

=‐
‐

‐

‐

‐k E
N E

h E
N E s

h E
( )

( )
( )

( , 0)
( )

MS TST TS
MS T

R
MS T

GT
MS T

R
MS T

(23)

where NTS
MS‑T(E), ρR

MS‑T(E), and NGT
MS‑T(E, s) are, respectively, the

sum of states (SOS) of the conventional transition state, the
density of states (DOS) of the reactant (adduct HT), and the
SOS of the generalized transition state at location s. The DOS is
computed by the inverse Laplace transform73 (IL) of the MS-T
partition function using the steepest-descents method. Integrat-
ing DOS from zero to a given rovibrational energy E yields the
sum of states at energy E.
The microcanonical variational transmission coefficient is

determined by minimizing the sum of states along the reaction
coordinate s:

Γ =
=

μ

‐

‐E
N E s

N E s
( )

min ( , )

( , 0)
sVT

GT
MS T

GT
MS T

(24)

where NGT
MS‑T(E, s) is calculated from the IL of the conforma-

tional−rotational−vibrational partition function along the
reaction coordinate s; ΓμVT(E) can deviate significantly from
unity and can be a strong function of energy. Integrating
kMS‑μVT(E) with the population (probability distribution) of the
reactant (adduct) over energy gives the kMS‑μVT(T):

∫ ρ=μ μ‐

−
‐ ‐

+∞
‐ ‐ −k T

Q
k E E E( )

1
( ) ( ) e dk TMS VT

con rovib
R MS T 0

MS VT
R
MS T E/ B

(25)

It is useful to define Va
AG as the maximum along the reaction

coordinate s of the ground-state vibrationally adiabatic potential
curve (where this curve is defined as the sum of the potential
energy and the local ZPE along the MEP) and to define

εΔ = −V Va
AG

a
AG

R
G

(26)

where εR
G is the ZPE of the reactant, with both Va

AG and εR
G

measured relative to the overall zero of energy at the reactant
equilibrium structure. Because kMS‑μVT(E) is zero for E < Va

AG,
only the populations of reactant with energy higher than the
vibrationally adiabatic ground-state barrier contribute to the
integral. In the present study, we find that microcanonical
variational thermal rate constants kMS‑μVT(T) are very close to the
canonical variational thermal rate constants kMS‑CVT(T) (Results
and Discussion).
To include tunneling in energy-dependent rate constants, we

generalize the canonical ground-state tunneling approxima-
tion17,68 that we have used successfully for thermal rate constants
with both CVT and μVT33 thermal rate constants. To include
tunneling for thermal μVT rate constants, we used

κ=μ μ‐ ‐k T T k T( ) ( ) ( )MS VT/SCT SCT MS VT
(27)

To include tunneling for energy-dependent rate constants, we
can replace eq 24 with

γ =
=

μ
μ‐

‐E
N E
N E s

( )
( )

( , 0)
VT/SCT

MS VT/SCT

GT
MS T

(28)

The essence of this approximation is to use the tunneling and
nonclassical reflection probabilities for the ground-state vibra-
tionally adiabatic potential curve for all passage through all the
quantized energy levels. Let the ground-state tunneling
probability be PSCT(E), and note that it satisfies

ε
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Also note that

∑ θ= − *μ‐

=

N E E V n s E( ) [ ( , ( ))]
n

AMS VT

0
a

(30)

where θ is a Heaviside step function, s*(E) is the location of the
microcanonical variational transition state at energy E, and

ε= +V n s V s n s( , ) ( ) ( , )A
a MEP (31)

where ε(n, s) is the local vibrational energy of state n at location s
along theMEP. Note that the sum over n goes over all states of all
conformations of the transition state, n = 0 is the ground state,
and the sum continues up in energy until it converges or until one
reaches the dissociation energy of the transition state. The
microcanonical ground-state tunneling approximation then
involves replacing NMS‑μVT(E) by

∑= + * − *μ‐

=

N E P E V s E V n s E( ) [ (0, ( )) ( , ( ))]
n

A AMS VT/SCT

0

SCT
a a

(32)

This can be rewritten as a convolution of the tunneling
probability with the density of states, but we shall not use
NMS‑μVT/SCT(E) in the calculations of this paper.

2.3.2. Collisional Deactivation Rate Constants. The colli-
sional deactivation rate constants kc are computed using Troe’s
modified strong-collision model,23,24 which is a simplification
that eliminates the need to solve the master equation. Dean and
co-workers69,70 compared the pressure falloff predicted by
solving the master equation to that predicted using Troe’s
modified strong-collision model; they found generally similar
results and pointed out that the differences are often smaller than
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the uncertainties because of not knowing the appropriate values
of the energy transfer parameters.70 The modified strong-
collision model assumes that kc is the rate constant for collisions
sufficiently strong to cause deactivation of energized molecules
and that it is given by the product of a collision efficiency βc and a
Lennard-Jones collision rate constant kLJ;

24 the collision
efficiency factor accounts for the fact that not all the collisions
lead to deactivation. For strong collisions, βc = 1; for very weak
collisions, βc ≪ 1.
The collision efficiency is computed by solving the following

equation:22−24

β

β−
= |⟨Δ ⟩|E

F k T1
c

c
1/2

E B (33)

where ⟨ΔE⟩ is the average vibrational energy transferred during
both energization and de-energization processes. (Note that
|⟨ΔE⟩| is smaller than the often-encountered ⟨ΔE⟩down parameter
that is the average energy transferred in collisions in which the
vibrational energy goes down.) FE is the thermal fraction of
unimolecular states above the threshold energy and is defined in
Troe’s work.23 For moderate-sized molecules, FE is nearly
unity.22 The temperature dependence of FE can be treated with
Troe’s method when it is needed.23

The Lennard-Jones collision rate constant kLJ is the product of
the hard-sphere collision rate constant18 kHS and the
dimensionless reduced collision integral Ω2,2* , which is defined
by Hirschfelder et al.71 Therefore

β= Ω*k kc c 2,2 HS (34)

The values of the reduced collision integral can be evaluated by
numerical integration and have been fitted by other workers with
various simple algebraic expressions.23,24,72,73 In the present
study, we choose Troe’s fitting expression23,24 for computing
Ω2,2* :
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where εA−M is the Lennard-Jones interaction parameter between
molecule A and M and is computed as the geometric average of
εA−A and εM−M.
The hard-sphere collision rate constant kHS is computed as

π
πμ

=
+⎛
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⎠⎟k

d d k T
2

8
HS

A M
2

B

(36)

where the vdW diameters dA and dM are computed from the
Lennard-Jones parameters σA−A and σM−M using the relation d =
21/6σ and μ is the reduced mass of A and M.

3. COMPUTATIONAL DETAILS
3.1. Electronic Structure Calculations and Direct Dynamics.

The CVT and μVT calculations were performed via direct dynamics by
MPW1K85/MG3S86 using Gaussrate74 and Polyrate75 software pack-
ages; MS-T partition functions are computed using MSTor software.76

The SCT approximation was used for tunneling calculations. Electronic
structure calculations are carried out with Gaussian 0977 and the locally
modified version.78 Computational details of the electronic structure
and direct dynamics calculations are given in the Supporting
Information.

3.2. Deactivating Collisions. In the current work, we choose
|⟨ΔE⟩| = 92 cm−1 as determined by Hippler’s experimental work79 on
toluene colliding with bath gas H2, and we choose |⟨ΔE⟩| = 130 cm−1 on
toluene colliding with bath gas Ar.79 We choose FE = 1.15, which is the
value previously adopted in treating the collisional activation/
deactivation processes for radical addition to unsaturated hydro-
carbons,14 such as the CH3 + C2H2 and H + benzene systems.

The Lennard-Jones parameters, ε/kB and σ, that we used are 410 K
and 6.0 Å for HT (taken to be the same as that for toluene),80 38 K and
2.93 Å for H2,

72 and 120 K and 3.4 Å for Ar.81

All the reported pressure-dependent rate constants are based on H2
gas as the bath gas. (Sauer and Ward,4 in their experiments at 298 K,
used a mixture of H2 and Ar as bath gas, but changing the bath gas to Ar
does not make any noticeable difference for falloff effects at 298 K
because the falloff effect at 298 K is negligible for either third body.)

4. RESULTS AND DISCUSSION

4.1. Selection of Electronic StructureMethod.We tested
a large number of electronic structure methods, especially
multilevel methods and combinations of exchange-correlation
functions with a variety of basis sets. (Please refer to the
Supporting Information for detailed discussions.) By comparison
to results calculated with the relatively accurate CCSD(T)-
F12a82,83/jun-cc-pVTZ84 method, we selected MPW1K85/
MG3S86 as the affordable electronic structure method with the
best accuracy for reactions R1−R8.

4.2. Applicability of Universal Scaling Factor for
Vibrational Anharmonicity. In the calculations of the
vibrational frequencies and ZPEs, there are two potential sources
of error in conventional treatments: One is the error from the
electronic structure calculations, i.e., the electronic structure
method we use (wave function theory or density functional
theory) is not capable of generating accurate potential energy
surface because of the inexactness of the treatment of electron
exchange and correlation; the other one arises from adoption of
the harmonic-oscillator approximation, which truncates the
series expansion of the potential energy at the second-order
terms. This section is concerned with correcting the harmonic
approximation.
Our treatment of anharmonicity combines two strategies: (1)

We account for the dominant anharmonicity in torsions, which
are essentially always low-frequency modes, by the MS-T
method that in general accounts for both multiple-structure
anharmonicity and torsional potential anharmonicity. (See
section 4.1 above.) This is particularly important at high
temperature, and we have discussed torsional anharmonicity in
the previous section. (2) We account for the dominant
anharmonicity in other modes by a universal scaling factor for
the frequencies. This is particularly important for calculating the
ZPE and low-temperature enthalpies because the high-frequency
modes that dominate the ZPE are not torsions. The present
section is concerned with strategy 2 and testing its applicability
for the present reaction.
Tomake the computed values close to the experimental values,

the scaling factors for reproducing the experimental harmonic
frequencies, fundamental frequencies, and ZPEs are developed
on the basis of a database that consists of 15 small molecules for
which the experimental values are available. For a given model
chemistry, a single (universal) scaling factor is used to scale all the
vibrational frequencies in order to reproduce the experimental
vibrational ZPEs. In the dynamics calculations, one often uses the
so-developed scaling factor to scale all the computed frequencies
for reproducing accurate ZPEs. A previous study36 has pointed
out that such approach may not be reliable for some systems in
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which the anharmonicity effects for the reactants and the
transition states are not similar, i.e., different scaling factors have
to be utilized for reactants and transition structures in order to
describe the vibrational anharmonicity as accurately as possible.
A scaling factor (denoted as λZPE) for improving the accuracy

of computed ZPEs can be rewritten as a product of two factors:
One factor is the scaling factor (denoted as λAnh) for solely
correcting vibrational anharmonicity with a given electronic
structure theory, and this scaling factor is in principle molecule-
and structure-specific. (However, in practice, we usually use a
universal scaling factor.) Another factor (denoted as λH) is the
scaling factor for correcting the errors that solely come from the
chosen electronic structure theory, and the value of this scaling
factor is considered to be the same for all the molecules and
structures.
To test the applicability of the universal scaling factor of the

ZPEs to scale all the computed harmonic vibrational frequencies
for all the species involved in the current work, we computed the
vibrational frequencies and the ZPEs using the hybrid47

degeneracy-corrected48 second-order perturbation theory
(HDCPT2)49,50 for treating the vibrational anharmonicity. The
molecule-specific anharmonicity factors λAnh, which solely
represent the correction to the vibrational anharmonicity at a
given model chemistry, are computed as the ratio of HDCPT2
anharmonic ZPE to the computed harmonic ZPE (without using
scaling factor); the universal scaling factor for the harmonic
frequencies at a given model chemistry, λH, is determined as the
ratio of computed harmonic frequencies to experimentally
extrapolated harmonic frequencies and therefore only represents
the correction to the electronic structure method (for MPW1K/
MG3S, λH = 0.969). The molecule- and structure-specific scaling
factor for ZPE, λZPE, is determined by multiplying λH with λAnh.
Computed results are shown in Table 1. As we can see from

Table 1, the anharmonicity factors λAnh of various species
involved in toluene + H reactions are very close. The standard
deviation for λAnh is 0.0011, which means that the anharmonicity
corrections for all the species in the current work are essentially

the same. The average value for λZPE is 0.956, which happens to
be equal to the universal scaling factor for ZPE at MPW1K/
MG3S level. Therefore, for the reactions investigated in the
present work, we concluded that using the universal scaling factor
for correcting the vibrational anharmonicity is adequate.
Therefore, a universal scaling factor 0.956 was used to scale all

the normal-mode and generalized-normal-mode frequencies in
all calculations reported here.46

4.3. Multiple-Structure and Torsional Anharmonicity.
The rotation of the methyl group does not contribute to
multistructural anharmonicity, whereas the nonsuperimposable
mirror images do. In general, the torsional anharmonicity
consists of multiple-structure anharmonicity and torsional
potential anharmonicity. All of the local minima involved in
reactions R1−R8 have one conformer, the transition structures
(TSs) of reactions R1−R4, R5, and R8 have one conformer, and
those of reactions R6 and R7 have two conformers (one pair of
enantiomers). Thus, the multiple-structure anharmonicity
contributes either 1 or 2, and the rest of the torsional
anharmonicity is due to torsional potential anharmonicity.
The multiple-structure and torsional anharmonicity effects on

MS-CVT rate constants are characterized by the torsional
anharmonicity Fact

MS‑T factor, which is defined as follows:

=‐
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Q Q

Q Q

/
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MS T
TS
SS HO

R
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R
SS HO

(37)

where TS stands for the transition state and R stands for reactant
(toluene). The calculated Fact

MS‑T factors for both forward and
reverse reactions are listed in Table 2, which shows that the
torsional anharmonicity is quite significant, contributing factors
as small as 0.2 and as large as 7.3 to the calculated reaction rates.
The computed quasi-harmonic vibrational frequency of the

torsional degree of freedom for toluene molecule is 23.84 cm−1.
This very low frequency mode causes great torsional potential
anharmonicity; therefore, the partition function decreases
greatly. The ratio of the single-structure torsional rovibrational

Table 1. Harmonic Vibrational Zero-Point Energies and Anharmonic Vibrational Zero-Point Energies (kcal/mol) Computed by
HDCPVT2 Method at MPW1K/MG3S Level

toluene TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8

ZPE(harmonic)a 82.26 80.77 80.89 80.78 80.80 83.57 83.23 83.17 83.18
ZPE(anharmonic)b 81.31 79.55 79.81 79.62 79.75 82.54 82.18 82.12 82.11
λAnhc 0.988 0.985 0.987 0.986 0.987 0.988 0.987 0.987 0.987
λZPEd 0.958 0.954 0.956 0.955 0.956 0.957 0.957 0.957 0.956

aZPEs are computed using harmonic-oscillator approximation without using any scaling factor. bZPEs are computed based on HDCPVT2 theory, in
which the vibrational anharmonicity has been taken into account. cλAnh represents the correction solely for vibrational anharmonicity at a given
model chemistry; λAnh= ZPE(anharmonic)/ZPE(harmonic) dλZPE is the scaling factor for improving the accuracy of computed ZPE, which corrects
both vibrational anharmonicity and accuracy of electronic structure method; λZPE = λAnhλH, where λH only corrects the accuracy of electronic
structure method. We considered its value as the same for all species (λH = 0.969 for MPW1K/MG3S).

Table 2. MS-T Anharmonicity Factors for Forward (fwd) and Reverse (rev) Reactions R1−R8a

R1 R2 R3 R4 R5 R6 R7 R8

T (K) fwd rev fwd rev fwd rev fwd rev fwd rev fwd rev fwd rev fwd rev

300 2.51 0.97 1.44 1.04 0.87 1.50 0.98 1.04 2.81 3.30 5.26 2.03 3.20 6.79 1.52 0.59
400 2.91 0.99 1.46 1.04 0.87 1.49 0.98 1.04 3.28 3.38 5.63 1.90 3.26 6.07 1.54 0.52
600 3.65 1.02 1.48 1.04 0.86 1.49 0.98 1.04 4.00 3.41 6.08 1.70 3.31 5.11 1.55 0.43
1000 4.91 1.05 1.51 1.04 0.87 1.48 0.98 1.04 4.90 3.23 6.52 1.41 3.38 4.02 1.57 0.34
1500 6.02 1.03 1.52 1.03 0.86 1.48 0.98 1.05 5.48 2.93 6.76 1.18 3.40 3.28 1.58 0.28
2400 7.28 0.95 1.53 1.03 0.87 1.49 0.98 1.04 6.03 2.47 6.94 0.93 3.43 2.53 1.59 0.21

aAll results in this table are calculated by MPW1K/MG3S. A table with more temperatures is given as Table S12.
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(SS-T) partition function to single-structure quasi-harmonic
rovibrational (SS-QH) partition is 0.463 at 200 K, 0.246 at 800 K,
and 0.144 at 2400 K. We also increase the integration grid to
“superfine” (150 radial shells around each atom and 974 angular
points in each shell) to reoptimize and compute frequencies for
toluene to make sure that this low-frequency mode is not due to
the insufficiency of the integration grid; at superfine grid, the
frequency of this torsional mode is 23.99 cm−1, which means that
our choice of integration grid (99 radial shells around each atom
and 974 angular points in each shell) is sufficient.
For TS6, the quasi-harmonic vibrational frequency of the

torsional degree of freedom is 85.36 cm−1, which is much higher
than the one in the toluene molecule. The ratio of SS-T to SS-
QH partition function is 1.07 at 200 K, 0.78 at 800 K, and 0.50 at
2400 K.
The DOS and SOS are needed for computing microcanonical

rate constants by MS-μVT. Table 3 lists the DOS and SOS of

TS6 computed from multiple-structure quasi-harmonic-oscil-
lator87 (MS-QH) and MS-T partition functions at several
energies; we discuss the results using the relative energy defined
by

= −+ ⧧E E Va
G

(38)

whereVa
⧧G is the analog ofVa

AG when the energies are evaluated at
a saddle point rather than at the maximum of the ground-state
vibrationally adiabatic potential curve and E+ is the rovibrational
energy above the conventional TST threshold. The MS-T
density of states for TS6 is plotted in Figure 1, and Figure 2
shows its ratio to the MS-QH DOS. For E+ = 0−0.75 kcal/mol,
this ratio increases rapidly from 1.00 to 1.21, for E+ > 0.75 kcal/
mol, the ratio gradually decreases, and for E+ > 8.42 kcal/mol,
DOSMS‑T is smaller than DOSMS‑QH. At a very high energy of E+ =
50 kcal/mol, torsional anharmonicity makes the DOS of TS6
smaller than the one computed under harmonic-oscillator
approximation by a factor of 0.7.
4.4. High-Pressure-Limit Rate Constants. The high-

pressure MS-CVT/SCT-computed rate constants for R1−R8
at various temperatures are in the Supporting Information.
Hydrogen abstraction reactions R2−R4 are endothermic;
reaction R1 and hydrogen addition reactions R5−R8 are
exothermic. Classical reaction energies (ΔV) for R1−R8 are
shown in the Supporting Information. These high-pressure rate
constants are fitted, and the fitting parameters for forward
reactions are listed in Table 4. Those for reverse reactions are

listed in the Supporting Information. The rate constants of the
dissociation of HT to benzene and methyl radical (R9′) are also
included in this table. Temperature-dependent Arrhenius
activation energies are computed using eq 7. Activation energies
are shown in Tables S5 and S6.
Figure 3 shows the ratios of overall abstraction reaction rate

constants (k1 + k2 + k3 + k4) to addition, i.e., methylcyclohex-
adienyl production, reaction rate constants (k5 + k6 + k7 + k8) at
various temperatures, and at 0.1 bar, 1 bar, and the high-pressure

Table 3. Density of States and Sum of States for TS6 by
Inverse Laplace Transforma

E (kcal/mol)
DOS (eV−1)
MS-QH(IL)

DOS (eV−1)
MS-T(IL)

SOS
MS-QH(IL)

SOS
MS-T(IL)

0.01 2.05 × 106 2.05 × 106 5.92 × 102 5.92 × 102

1.00 1.12 × 108 1.35 × 108 1.52 × 106 1.82 × 106

5.00 7.68 × 1010 8.20 × 1010 2.36 × 109 2.55 × 109

10.00 1.68 × 1013 1.64 × 1013 7.24 × 1011 7.16 × 1011

25.00 1.00 × 1018 8.34 × 1017 6.97 × 1016 5.87 × 1016

50.00 1.78 × 1023 1.26 × 1023 1.85 × 1022 1.32 × 1022

aDOS: density of states, SOS: sum of states, and IL: inverse Laplace
transform. All results in this table are calculated by MPW1K/MG3S
using the inverse Laplace transform algorithm; a table with more
energies and with a comparison to results obtained with the Beyer−
Swinehart algorithm is given as Table S13. The energy E for this table
is relative to zero-point energy of TS6 (which is 79.56 kcal/mol).

Figure 1.MS-T density of states (DOS) of TS6 at various energies. E+ is
the energy above the conventional TST threshold.

Figure 2. Ratios of density of states (DOS) computed from MS-T and
MS-QH partition functions, DOSMS‑T/DOSMS‑QH, at various energies.
E+ is the energy above the conventional TST threshold.

Table 4. Fitting Parameters forMS-CVT/SCTHigh-Pressure-
Limit Rate Constants at Various Temperatures of Forward
Reactions R1−R9a

forward reactions ln A n T0 (K) E (kcal/mol)

R1 −29.610 2.88 180.77 2.610
R2 −28.434 2.70 99.644 10.33
R3 −20.746 1.10 −5.228 15.97
R4 −25.997 1.82 −10.620 14.48
R5 −26.651 1.19 −39.943 6.425
R6 −25.821 1.24 −38.857 3.606
R7 −26.028 1.29 −39.693 4.103
R8 −26.736 1.50 −39.594 3.921
overall −29.021 3.71 57.022 1.162
R9′ 28.136 1.18 133.416 19.061

aRate constants are in the unit of cm3·molecule−1·s−1; overall (R1−
R8) rate constants for forward reactions are fitted with exothermic
formula.
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limit. At high-pressure limit, as temperature increases, the ratio of
abstraction to addition varies from 0.07 at 298 K to 6.88 at 3000
K. At lower temperatures (<1500 K), addition dominates
abstraction; at 1500 K, abstraction and addition have the same
contribution to the total reaction rate at the high-pressure limit
(abstraction/addition = 1.04). At higher temperatures, hydrogen
abstraction becomes important. Our computed abstraction/
addition ratio is consistent with that of experimental work4 using
GC analysis that had concluded that at high-pressure limit the
ratio of abstraction to addition reactions must be smaller than
0.17 at 298 K. At 298 K and 1 or 0.1 bar, ratios of abstraction to
addition are essentially the same as those at high-pressure limit
because of the negligible falloff effect at 298 K, though they might
at first be different in the plot because they are plotted using
different scales. (Details of falloff effect will be discussed in
section 4.6.) At 1 and 0.1 bar, when the temperature is lower than
800 K, ratios of abstraction to addition are very close to the values
at high-pressure limit because the falloff effects are not significant
at these low temperatures. The falloff effects become more
significant as temperature increases; thus, the rate constants for
addition reactions are further decreased, which increases the ratio
of abstraction to addition. At high temperatures, the ratios of
abstraction to addition are significantly different at different
pressures; at 3000 K, the ratios at 0.1 bar, 1 bar, and the high-
pressure limit are respectively 4.9 × 104, 5.0 × 103, and 6.9.
Figure 4 shows MS-CVT/SCT high-pressure-limit rate

constants and various experimentally measured rate constants
for reaction R1 (hydrogen abstraction from the methyl group).
Reactions R1−R4 are bimolecular reactions, and we consider
gas-phase bimolecular reactions to be in the high-pressure
plateau where collisions are efficient enough to maintain
Boltzmann thermal equilibrium states. Our computed high-
pressure-limit rate constants of the bimolecular reaction R1 agree
very well with the measured rate constants.6−8

4.5. Microcanonical Rate Constants. Figure 5 shows a plot
of the calculated microcanonical variational transmission
coefficients ΓμVT(E) for reactions R5−R8; reverse and forward
reactions have the same values of variational transmission
coefficients (where reverse reactions correspond to k−1(E) in

chemical activation mechanism) at various total rovibrational
energies. The variational effects are important for computing
microcanonical rate constants in all of these cases, especially for
reverse reaction R7 at high energies and reverse reaction R5 at
energies that are near the barrier, in which the variational
transmission coefficients are significantly smaller than unity.
Figure 6 shows the microcanonical rate constants of reverse

reaction of R6 computed by QRRK theory with s being the
number of vibrational degrees of freedom (denoted as F), by
QRRK theory with s being half of vibrational degrees of freedom,
i.e., F/2, and by MS-μVT theory. Microcanonical rate constants
computed by MS-μVT theory do not contain microcanonical
tunneling correction; QRRK theory rate constants are calibrated
by MS-CVT without canonical SCT tunneling. This figure is
used to validate our calibrated QRRK method.
For falloff calculations, microcanonical rate constants

computed by QRRK theory are calibrated by MS-CVT with
canonical SCT tunneling corrections. One does not have to
compute microcanonically tunneling-corrected MS-μVT rate
constants; QRRK rate constants calibrated by high-pressure-limit
MS-CVT with canonical tunneling are a more efficient and
simpler approach than microcanonical MS-μVT/SCT.
Canonical VTST and microcanonical VTST are done in

different ways: In canonical VTST, the generalized Gibbs free
energy of activation is maximized; in microcanonical VTST, the
number of states of the generalized transition state is minimized.
Table 5 is only used to check if our computed MS-μVT

Figure 3.Ratios of the sum of abstraction reaction rate constants (k1 + k2
+ k3 + k4) to the sum of addition (methylcyclohexadienyl production)
reaction rate constants (k5 + k6 + k7 + k8) at various temperatures at 0.1
bar, 1 bar, and the high-pressure limit. The right ordinate scale is for 0.1
and 1 bar; the left ordinate scale is for the high-pressure limit.

Figure 4. MS-CVT/SCT rate constants (black line) and various
experimental rate constants for R1 (hydrogen abstraction from the
methyl group). MS-CVT/SCT rate constants for an abstraction reaction
like R1 are independent of pressure.

Figure 5. Microcanonical variational transmission coefficients for
reactions R5−R8 at various total rovibrational energies (kcal/mol).
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microcanonical rate constants are in reasonable agreement with
CVT values, and this is done by numerically integrating MS-μVT
k(E). The resulting difference between CVT and MS-μVT k(T)
is tiny. At medium-energy range (∼10−50 kcal/mol), the
microcanonical rate constants computed by QRRK with s = F
(calibrated by MS-CVT) matches very well with the computed
kMS‑μVT(E). Microcanonical rate constants at very high energy
range do not contribute significantly in the canonically averaged
rate constants because of negligible populations of reactant at
these energies.
Table 5 shows canonical unimolecular rate constants for the

reverse reaction of R6 computed by MS-CVT/SCT and MS-
μVT/SCT. The canonical rate constants computed by these two
approaches are in excellent agreement for the studied cases.
4.6. Pressure Dependence. The falloff effect of reaction Ri

is characterized by the ratio of rate constant at pressure p to the
high-pressure-limit rate constant, i.e., kstab(Ri)/k1(Ri); the overall
falloff for addition reactions (reactions R5−R8) is represented by
the ratio kstab(overall)/k1(overall), where “overall” means the
summation from R5 to R8. The values of the QRRK parameters
A(T) and E0(T), determined as explained in section 2.3.1.1, are
tabulated in Table S11. Figure 7 shows the falloff curves at

various temperatures (K) for overall addition reactions at various
pressures (bar) computed by QRRK theory and by MS-μVT
theory. (Pressures up to about 100 bar are important for
combustion, and even higher pressures are shown to illustrate the
approach to the high-pressure limit.) At all temperatures, the
falloff curves predicted by QRRK theory andMS-μVT theory are
in excellent agreement. This result is very encouraging andmeans
that our way of doing QRRK calculations not only can provide an
accurate description of falloff effects (compared with MS-μVT)
but also is simple enough that the required input information is
significantly small. This represents a breakthrough in using
QRRK theory to predict falloff effects. Figure 8 plotted the falloff
and dissociation curves (kbenzene/k1) for reaction R5 at various
pressures.
The advantage of the current version of QRRK theory for

estimating falloff curves is that although the input data required is
substantially simplified, the method is still able to give reasonable
estimates for the falloff curves especially around ignition
temperatures. Previous study14 has shown that the differences
between the simplified strong-collision model and the master
equation approach are very small (∼20% error for CH3 + C2H4
addition reaction), and the extent of error is insensitive to the
pressure. Jasper, Miller, and Klippenstein88 have run classical
trajectory calculations for methane colliding with a variety of bath
gas molecules and concluded that Troe’s approximation for
computing the collision efficiency is capable of providing
reasonably accurate predictions. Golden and co-workers89

Figure 6. Microcanonical rate constants for reverse reaction of R6
computed by MS-μVT theory, by SS-QRRK theory with s being the
number of vibrational degrees of freedom (denoted as F, which is 42 in
the present case), and by SS-QRRK theory with s = F/2. SS-QRRK
theory is calibrated by the high-pressure-limit MS-CVT rate constant
without tunneling; the parameters A and E0 are the same as those for s =
F and F/2 cases. Notice that although the validation (shown here) of SS-
QRRK is done without tunneling, the parametrization of SS-QRRK used
in the calculations of this paper for computing falloff does include
tunneling as explained in the text.

Table 5. Canonical High-Pressure-Limit Unimolecular Rate Constants for the Reverse Reaction of R6 Computed by MS-CVT/
SCT and MS-μVT/SCT at Various Temperatures

T (K) kMS‑CVT/SCT(T) (s−1) kMS‑μVT/SCT(T) (s−1) T (K) kMS‑CVT/SCT(T) (s−1) kMS‑μVT/SCT(T) (s−1)

298.15 2.41 × 10−9 2.20 × 10−9 1000 1.06 × 107 1.05 × 107

300 3.27 × 10−9 3.00 × 10−9 1200 1.43 × 108 1.42 × 108

400 9.03 × 10−4 8.92 × 10−4 1400 9.21 × 108 9.21 × 108

500 1.98 1.91 1500 1.92 × 109 1.92 × 109

600 3.34 × 102 3.32 × 102 1800 1.09 × 1010 1.09 × 1010

800 2.15 × 105 2.14 × 105 2000 2.55 × 1010 2.54 × 1010

900 1.86 × 106 1.84 × 106 2400 9.15 × 1010 9.10 × 1010

Figure 7. Falloff curves for overall addition reaction (sum of reactions
R5−R8) computed by QRRK theory (dashed lines) and by MS-μVT
theory (solid lines) at various pressures.
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concluded that the classical RRK method with s = CV/R is
adequate for predicting the unimolecular falloff to within a factor
of 2 or 3 on the basis of the comparisons between classical RRK
and RRKM theories for a wide range of dissociation reactions.
The current approach also allows for analyzing the falloff effects
for muchmore complex reactions with a large number of possible
reaction channels.
Thus, for the purpose of efficiently estimating the falloff effects,

the QRRK approach calibrated to MS-CVT/SCT (used here) is
one reasonable choice. An alternative would be to use MS-μVT/
SCT; however, the formulation of MS-μVT/SCT is significantly
more complicated. Even MS-μVT without tunneling requires
much more work than QRRK because of the number of states
and density of states needed. In the present work, we use MS-
μVT without tunneling to validate QRRK, and then we use
QRRK calibrated to MS-CVT/SCT, which does include
tunneling.
We found that the falloff effects are important at higher

temperatures (>800 K) and negligible in lower temperature
ranges. This observation is consistent with previous studies14 for
methyl radical recombination reactions and radical addition to
unsaturated hydrocarbons.
The present article removes the empiricism in the treatment of

the energy-dependent reaction rate constants, but it still uses a
simplified treatment of the energy transfer collisions. Recent
progress90 in the treatment of energy transfer collisions could be
combined with the approach used here to improve both aspects,
but that is a separate issue and would increase the cost and
computational effort considerably.
A limitation of this approach for multireaction pathways from

the same excited intermediate is that it does not allow for fast
depletion of energy levels by low-barrier paths that would
otherwise have been available to contribute to the slower high-
barrier pathways. Master equation methods would be able to
model this phenomenon. In the current system, every channel
has a distinct barrier; for barrierless reactions (such as radical−
radical association reactions), other theoretical methodologies,
e.g., variable reaction coordinate variational transition state

theory,91 are needed for computing high-pressure-limit rate
constants, which is out of the scope of the current work.

4.7. Comparison between Experimental and Com-
puted Rate Constants.Our computed high-pressure-limit rate
constant for the overall reaction (R1−R9) at 298 K is 4.87 ×
10−14 cm3 molecule−1 s−1, which agrees very well with Robb’s3

experimental value of 4.0 × 10−14 cm3 molecule−1 s−1.
Our computed high-pressure-limit rate constant for summa-

tion of reactions R5−R8 at 298 K is 4.6 × 10−14 cm3 molecule−1

s−1. We showed in the previous section that the pressure falloff
effects for reaction R5−R8 at 298 K are negligible; in particular,
log10[kstab(R5−R8)/k1(R5−R8)] ranges from −1.8 × 10−9 to
−1.6 × 10−3 in the pressure range of 103−10−3 bar by MS-μVT
theory. The experiments4 by Sauer and Ward led to a high-
pressure-limit rate constant for reactions R5−R8 at 298 K of 1.7
× 10−13 cm3 molecule−1 s−1 (with a stated uncertainty of ±20%),
which is about a factor of 3.6 larger than our computed high-
pressure-limit value (4.6 × 10−14 cm3 molecule−1 s−1). They also
concluded that within the experimental uncertainty there is no
pressure dependence of the overall rate constants, and this
conclusion is consistent with our falloff calculations.
Tsang5 measured k(R1−R4)/kmethane and kbenzene/kmethane,

where kmethane is the rate constant for H + CH4 → H2 + CH3
at 950−1100 K. We recomputed his k(R1−R4) and kbenzene by
using the modern experimental values for kmethane reported by
Sutherland et al.92 The ratios of kmethane reported by Sutherland et
al. compared to to those used in Tsang’s work are 0.65, 0.67, and
0.71 at 950, 1000, and 1100 K respectively; the final rate
constants for k(R1−R4) and k(R9) measured by Tsang are
multiplied by these three numbers at these temperatures in our
comparison. The ratios of our computed k(R1−R4) to the
resulting experimental values at 950, 1000, and 1100 K are 0.96,
1.5, and 1.4 respectively, which is in excellent agreement. The
ratios of the computed kbenzene using 2 atm of Ar as bath gas to the
experimental reported values in Tsang’s work are 0.34, 0.37, and
0.46 at 950, 1000, and 1100 K, respectively, which is again in
reasonable agreement for absolute rate constants for such a
difficult problem, both experimentally and theoretically.
The experimentally determined rate constants of the

bimolecular reaction R1 from Hippler et al.6 are shown in Figure
4, which agree very well with our theoretically computed values.
The rate constant of reaction R1 at 773 Kmeasured by Ellis7 is

(4.0 ± 0.8) × 10−13 cm3 molecule−1 s−1; our computed rate
constant of R1 at 773 K is 3.0 × 10−13 cm3 molecule−1 s−1, again
showing good agreement. By using both experimental benzene
yields and computer simulations, they estimated kbenzene = (4.4 ±
0.6) × 10−13 cm3 molecule−1 s−1, at 773 K for a 500 Torr mixture
of H2, O2, and N2 as bath gas. (The amount of each gas varies in
different experimental runs.) By using H2 as bath gas, our
computed kbenzene at 773 K and 500 Torr is 7.2 × 10−14 cm3

molecule−1 s−1.
Hanson8 measured the rate constant of bimolecular reaction

R1 from 1256 to 1667 K. Figure 4 shows that our computed rate
constant of R1 agrees very well with their experimental values.

4.8. Branching Fractions. Reaction R6 has the lowest
barrier among all the reactions, whereas reaction R3 has the
highest. Because hydrogen addition reactions have smaller
barriers than hydrogen abstraction reactions and because the
branching fractions for radical addition at various positions are
not available experimentally, their calculation in the present
study can be especially useful in guiding combustion
mechanisms. The branching fraction of reaction Ri at temper-
ature T and pressure p is computed as the ratio of the rate

Figure 8. Falloff curves (solid lines, X = stab) and dissociation curves
(dashed lines, X = benzene) for reaction R5 computed by MS-μVT
theory at various pressures (bar).

Journal of the American Chemical Society Article

DOI: 10.1021/jacs.5b11938
J. Am. Chem. Soc. 2016, 138, 2690−2704

2701

http://dx.doi.org/10.1021/jacs.5b11938


constant of Ri (with the reactions labeled as in Scheme 1) to the
overall rate constant (R1−R9) at temperature T and pressure p.
Branching fractions computed for reactions R1, R3, and R6−R8,
which are major contributors to the overall reactions, are plotted
in Figure 9: the solid curves are MS-CVT results in the high-
pressure limit; the dashed curves are predictions by MS-μVT at
1.0 bar. Additional branching fractions are plotted in Figure S1.

At the high-pressure limit and at temperatures lower than 1000
K, hydrogen addition reactions R6 and R7 are the dominant
reactions; this is consistent with what we show in Figure 3. The
sum of the branching fractions of R6 and R7 gradually decreases
from 81% at 200 K to 57% at 1000 K and to 8.5% at 3000 K. The
branching fraction of the hydrogen abstraction R3 (hydrogen
abstraction from the meta position of the aromatic ring)
increases from 1.6 × 10−10 % at 200 K to 6.0% at 900 K and to
77% at 3000 K.
At 1.0 bar, the branching fractions of R6 and R7 decrease more

rapidly from 800 K than the ones at high-pressure limit. The
maximum of the branching fraction of reaction R1 at the high-
pressure limit is 13% at 1200 K. At a pressure of 1.0 bar, from 600
K on, the branching fraction of R1 rises more rapidly than at the
high-pressure limit, and it reaches its maximum of 20.4% at 1400
K, then decreases more slowly than the one at high-pressure
limit. Branching fractions of reaction R3 increase more rapidly at
1.0 bar than the ones in the high-pressure limit; at 3000 K, R3’s
branching fraction at 1.0 bar is 10.4% higher than the one at the
high-pressure limit.
Figure 10 shows the predicted branching fractions for reaction

R3 (solid lines) and R6 (dashed lines) as functions of pressure
(bar) at 800, 1400, and 2000 K. Falloff effects are negligible at low
temperatures (<800 K); therefore, the pressure dependence of
branching fractions at low temperatures is negligible. At high
temperatures (T > 2000 K), although the falloff effects are very
important, the overall reaction rate constants are dominated by
abstraction reactions and not by addition reactions, and the
branching ratios of addition reactions are negligible. The
branching fraction of abstraction reaction R6, which is the
dominate reaction at high temperatures, is not very sensitive to

the variation of pressures. (It decreases from 80.4% to 68.6% as
pressure increases from 0.01 to 100 bar at 2000 K.) At 1400 K,
branching fractions of both R3 and R6 are quite sensitive to the
change of pressures: From 0.01 to 100 bar, the branching fraction
of R3 decreases by a factor of 2, whereas the branching fraction of
R6 increases significantly by a factor of 102.

5. SUMMARY AND CONCLUSIONS
In the current work, high-pressure-limit rate constants and
pressure-dependent rate constants have been calculated for both
hydrogen abstraction and addition reactions of toluene reacting
with hydrogen radical. Our computed rate constants agree very
well with experimentally measured rate constants. We have
compared several model chemistries for the energetics of toluene
+ H reactions, and possible sources of errors are analyzed.
Multiple-structure and torsional anharmonicity effects on the
density of rovibrational states have been discussed. To model the
pressure falloff effects on the hydrogen addition reactions, a
simple but reasonable and efficient model is proposed, which is
based on chemical activation theory, modified strong-collision
theory, and our MS-CVT/SCT high-pressure-limit rate con-
stants. In the chemical activation mechanism, we implemented
two approaches to compute the microcanonical rate constant:
quantum RRK theory and microcanonical variational transition
state theory (MS-μVT). This allows the radical association to be
treated conveniently at a level of dynamical theory consistent
with the treatment of bimolecular atom transfer reactions. Our
version of QRRK theory agrees excellently with MS-μVT theory
in all temperature ranges.
We found that the variational effect is important in computing

the microcanonical rate constants; thus, it is necessary to include
such effects in computing k(E). We have shown that the pressure
falloff effects for the addition reactions at 298 K are negligible,
which is consistent with our computed overall high-pressure-
limit rate constant agreeing very well with the experimentally
measured rate constant at 298 K and 6.8 Torr. Our computed
high-pressure-limit rate constants for the bimolecular reaction
R1 agree very well with experimentally measured rate constants
at various temperatures. The ratios of abstraction to addition
reactions at the high-pressure limit at various temperatures have

Figure 9. Branching fractions of reactions R1, R3, and R6−R8 as
functions of temperature as predicted by MS-CVT/SCT high-pressure-
limit rate constants (solid lines) and by MS-μVT theory at 1.0 bar
(dashed lines). The branching fraction of reaction Ri is computed as the
ratio of rate constant of Ri to the overall rate constant (R1−R9).

Figure 10. Branching fractions of reactions R3 (solid lines) and R6
(dashed lines) as functions of pressure (bar) as predicted by MS-μVT
theory at 800, 1400, and 2000 K.
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also been calculated, and these ratios are experimentally hard to
measure. The pressure dependences of addition reactions (R5−
R8) are predicted to be more important at high temperatures
(>800 K) than at low temperature ranges.
Branching fractions for the H reaction with toluene are both

temperature- and pressure-dependent. We showed that the
hydrogen abstraction from meta-H of toluene (reaction R3) is
the dominant reaction at high temperature (>2000 K); the
branching fraction of the hydrogen addition at ortho position of
the aromatic ring (reaction R6) is larger than 50% at low
temperatures (<500 K). The contribution of reaction R3 to the
overall rate constant increases more rapidly at 1.0 bar than at the
high-pressure limit; the branching fraction of reaction R6
deceases more rapidly at 1.0 bar than at the high-pressure
limit. The behaviors of branching ratio curves are not the same at
different pressures.
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